Abstract

In systems such as integrated modular avionics (IMA), there is a substantial benefit from maintaining significant portions of a product family's architecture unchanged from one system to the next. When there are tight constraints on resources such as bandwidth and processor capacity, however, certain seemingly small changes in a few components have the potential to create a cascade of timing problems. The ability to rapidly analyze and quantify the impact of these changes prior to implementation and system integration provides the engineering team with early validation of the changes, which can prevent substantially increased costs for design, integration, and verification, as well as delays in the development schedule.

However, detailed early evaluation of architecture performance involves analysis of many complex interrelated variables and is therefore challenging. Consider the case of moving a task from a processor's IMA partition to another processor's partition. The tasks sets need to be updated. The I/O and network traffic must be rerouted. The schedulability equations of processor, I/O and network need to be recreated, and the analysis needs to be propagated end to end. Last but not least, all the architecture specification documents have to be updated.

In order to reduce the detailed architecture evaluation effort, we have automated the performance analysis process with a system integration tool prototype called ASIIST (Application-Specific I/O Integration Support Tool). To move a task, we can now use a graphical interface to drag and drop a task from one processor's IMA partition to another. All the steps described above are done automatically, including the updating of the architecture specification in AADL (Architecture Analysis and Description Language). In this paper, we show how to use this tool to explore the design space of an IMA system architecture, so as to derive designs with specified performance properties.

Introduction

The introduction of integrated modular avionics (IMA) has brought increased computing power and memory into the designs of avionics systems. A typical IMA architecture may include several computing platforms, each hosting multiple software applications, in addition to various specialized processing components, all connected by fault-tolerant real time networks. These architectures give rise to many inter-related decisions that must be made by system architects, such as how to assign software components to hardware processors, how to schedule the processors to accommodate the applications' execution time requirements, and how to allocate network bandwidth to message traffic to achieve latency requirements. Because of the complexity of this decision-making process, as well as the potential savings available with component reuse, there is a substantial benefit from maintaining significant portions of a product family's architecture unchanged from one system to the next. When there are tight constraints on resources such as bus bandwidth, network bandwidth and processor capacity, however, certain seemingly small changes in a few components have the potential to create a cascade of timing problems. The ability to rapidly analyze and quantify the impact of these changes prior to implementation and system integration provides the engineering team with early validation of the changes, which can prevent substantially increased costs for design, integration, and verification, as well as delays in the development schedule. The management of the various architectural decisions involved in complex system design and development often requires significant effort and schedule time to perform with sufficient detail. System designers would benefit from automated tool support to maintain the desired degree of control of complex system designs as individual components' designs and requirements evolve. In particular, a system integration tool should provide indications of performance problems as early as possible. However, detailed early evaluation of
architecture performance involves analysis of many complex interrelated variables and is therefore challenging. Consider the case of moving a task from a processor’s IMA partition to another processor’s partition. The tasks sets need to be updated. The I/O and network traffic must be rerouted. The schedulability equations of processor, I/O and network need to be recreated, and the analysis needs to be propagated end to end. Last but not least, all the architecture specification documents have to be updated. Real time performance analyses of processor loading and I/O latency have traditionally been, to a large extent, done independently, requiring significant effort to consolidate the information into overall results to support design decisions during early stages when multiple teams are continually making changes to the design.

This paper presents an automated system for analyzing architectures to achieve designs that allocate system resources efficiently while meeting requirements for latency and for temporal coordination. It combines a simple design pattern that enables a synchronous design to be distributed over asynchronous components with modeling and analysis techniques that ensure the design satisfies the system resource constraints. We have automated the performance analysis process with a system integration tool prototype called ASIIST (Application-Specific I/O Integration Support Tool). To move a task, we can now use a graphical interface to drag and drop a task from one processor's IMA partition to another. All the steps described above are done automatically, including the updating of the architecture specification in AADL (Architecture Analysis and Description Language). We show how to use this tool to explore the design space of an IMA system architecture, so as to derive designs with specified performance properties.

In the next section, we describe the various decision problems that the modeling tool helps the system designer solve. Following that, we describe the analytical approaches that are embodied in the modeling tool, and we examine a simple numerical example. Finally, we discuss related work and summarize our conclusions.

**Decision Problems in System Design**

As described above, the process of architecting, designing, developing and integrating an IMA system presents unique challenges to system developers, who must allocate system resources to numerous subsystems and components and must ensure that components executing asynchronously establish a sufficient degree of coordination to maintain logically correct behavior. In this section we describe the various types of analysis and support that ASIIST provides to inform the decision-making process of the IMA system architect.

**Application Scheduling**

When multiple applications share a processor, the system architect must allocate the processor capacity to each partition in an IMA so that each application receives sufficient processing time to complete its tasks by their deadlines. ASIIST uses a scheduling algorithm [1] that uses task periods and processing requirements to determine each application's required processor allocation at both the IMA partition level and at the task level within each partition. System architects can often determine appropriate task periods based on functional requirements, but determination an application's processing requirements will often require a more detailed analysis of worst-case execution time (WCET).

**Worst-Case Execution Time (WCET) Analysis**

The ASIIST tool chain includes a timing analyzer that derives safe upper bounds on the WCET of given code segment. As discussed later, this timing analyzer contains models of several commonly used processors.

Sometimes a system architect must make assessments very early in the development process about the feasibility of a particular system architecture. In many cases the results of these assessments depend crucially on the WCET of a new or enhanced software application, and unfortunately, the system architect's feasibility assessment is sometimes required before the software is actually written. The ASIIST tool chain supports the early assessment of architecture feasibility [2] based on timing analysis of code generated automatically from functional models developed in Simulink®.
When multiple applications run together on a cached CPU, interference from communication flows on the front side bus (FSB) must be considered: since main memory is a shared resource, when a CPU cache controller tries to fetch a cache line after a cache miss, it can be delayed by a peripheral reading/writing in memory. This delay can significantly increase the application's actual WCET. ASIIST uses the algorithm introduced in previous work [3] to compute the maximum cache delay and thereby derive a new modified WCET for the task.

Bus Delay Analysis and Cache Interference

A logical data flow may traverse multiple hardware components and/or a network in between its source and destination applications. Depending on the type of hardware used, data traffic may be regulated according to different arbitration schemes and COTS protocols. A designer can also use various I/O configurations to improve system performance. System performance is dependent on hardware flows that are derived from the logical data flows and I/O configurations. To specify such hardware flows, ASIIST allows the user to define properties in AADL to represent the various possibilities that could occur for the same logical data flow.

Based on the hardware flow specification, ASIIST can automatically apply delay analysis, based on the theory of network calculus [4], to compute safe delay and buffer bounds for a variety of possible components and arbitration schemes.

Using this methodology, system architects can derive quantitative assessments of alternate hardware designs and quickly verify their feasibility at an early stage. As an example, the authors of [5] proposed the use of real-time bridges, unintrusive devices interposed between COTS peripherals and buses, to predictably control data flows. ASIIST supports the integration of this I/O management system and can compute improved delay bounds when real-time bridges are employed.

Logical Synchrony

Individual nodes of a distributed system inherently operate asynchronously. To achieve correct logical behavior, then, designers of real-time systems must implement protocols to enable the individual nodes of these systems to agree on the shared subset of the global system state. Development and verification of applications that achieve functionally correct, fault-tolerant, real-time results can be extremely challenging. To facilitate this process, ASIIST now supports the use of the Physically Asynchronous/Logically Synchronous (PALS) design pattern [6]; it has been shown that this pattern allows developers to design and verify a system as though all nodes executed synchronously, which is an immensely simplifying abstraction [7].

Support for Architectural Patterns

ASIIST provides support for the use of software architecture design patterns in a straightforward way. First, ASIIST will automatically insert scheduling overhead values from design patterns in AADL specified and annotated (by AADL properties) by the users. Second, ASIIST users may impose design rules and check whether annotated tasks follow the rules. We will illustrate this using the architecture design pattern known as Physically Asynchronous Logically Synchronous (PALS) [6,7]. The PALS design pattern implements real time logical synchrony over a networked control system with bounded asynchrony caused by the skews between distributed clocks. PALS allows developers to design and verify a distributed system as though all nodes executed synchronously, then distribute this design over a physically asynchronous architecture following a few simple constraints that ensure that the logical correctness of the synchronous design is preserved. PALS also provides the fastest possible rate to achieve consistency in distributed views and actions. In a study of implementing PALS in an Integrated Modular Avionics system, PALS reduced the time to formally verify the correctness of an active standby design from 35 hours to less than 30 seconds [7].

A library code for PALS has been developed for easier application of the pattern to existing software code; the library forms a programming interface. Message packets transmitted at a local clock tick are delivered at the next clock tick if PALS is used. One of the important benefits of PALS is the consistency from this determinism in communications. The library exploits this consistency, providing consistent views on the global system states among the tasks. Hence, the library substitutes the read/write interfaces of global system access for communication
interfaces. The overhead of the library can be statically analyzed.

PALS is used for tasks that need global consistency, called global computation, e.g., replicated nodes for fault tolerance. All the communication between them must be defined through the library, and overhead will automatically be added by ASIIST. Once tasks involved in global computation are annotated, we can easily check if they follow this design rule. In addition, if users intend to communicate with global computation tasks, this communication must go through the library's input and output services respectively. This design rule can also be easily checked and enforced.

Modeling and Evaluation of Patterns

Using software architecture patterns, such as PALS, may add cost through increased execution time of the processor, which must be accounted for by the schedulability analysis. In order to allow the use of such architecture patterns as an early design choice, the extra execution time needs to be quantified. Depending on the pattern, any parameter that may define the variance or the worst case bound of the added execution time must be specified to determine the before and after schedulability of the set of applications which may use the pattern or not. We call these additional times wait states. Wait states are newly introduced extra times that are added due to optional features or external I/O of the system that was not or could not be considered during source code timing analysis.

For the case of PALS, PALS period, maximum clock jitter, and maximum communication delay of all logical data connections needs to be specified for each AADL thread that would use the PALS library. Max publishing time per variable, max reception time and basic PALS's library overhead time are described for each AADL process. Some PALS parameters, such as the maximum communication delay and basic library overhead, are used in constraints that can be checked by ASIIST. ASIIST acts as a requirements checker when time-related assumptions exist for patterns. A thread that has been previously configured to use PALS with a period of 10 ms may not be realizable when the application is moved to a new processor with greater I/O traffic due to its increased communication delay. Any architectural requirements such as “all PALS threads should only communicate with other PALS threads through data ports” are checked by ASIIST for correct usage of patterns.

Virtual Integration and Analysis for IMA

In this section we present the concept of virtual integration. The main idea is that all the necessary analysis and estimation of system integration issues can be performed ahead of time using models of the system -- both hardware as well as software models. For IMA systems where multiple groups/subcontractors must work together to build complex safety-critical systems, such early and rapid analysis can significantly reduce the amount of time and effort spent during later (system integration) stages. The virtual integration framework that we have created (Figure 1) consists of the following steps/tools: (a) modeling of functional behavior; (b) timing analysis to determine worst-case execution times (WCETs) and (c) schedulability and analysis of bus delays.

As mentioned above, we create software as well as hardware models for our analysis. The software models are created using Simulink® while the hardware models are created using AADL. Simulink is a useful tool in that we are able to model functional requirements at varying levels -- either in precise detail or at abstract levels. It also has a fairly mature code generation capability. This is necessary since most contemporary timing analysis frameworks require access to the code at some level -- either the source code or assembly/binary code. Hence, the use of Simulink overlaps the first two stages of the virtual integration framework described above -- the modeling of functional behavior and the necessary code generation for the timing analysis stage.

If the analysis framework depicted in Figure 1 confirms that an application is schedulable, then it is very likely that a final (optimized) implementation is also schedulable. This is due to the fact that every step in our analysis is conservative in nature -- part of this conservatism is intrinsic in the modeling of the hardware itself (since the behavior of many COTS components is regulated by a complex set of parameters that are not easily specifiable at design time). The final implementation will have software/hardware that is optimized thus ensuring that it performs better than the conservative models we use. Thus, assuming that the models were correct, the analysis is guaranteed to produce safe bounds.
The following sections provide details about the timing analysis phase and discuss schedulability and delay analysis using our ASIIST tool. Later sections provide details about the modeling of hardware components (processing elements, memory and bus architectures, etc.) using AADL.

**Timing Analysis and Code Generation**

Timing analysis, to determine the WCET of the application, is performed by use of our static timing analysis framework [8-10]. A compiler front-end takes C source files as input and extracts control flow and constraint information. A static cache simulator extracts information on whether instructions will hit or miss the cache. All of the above information along with machine dependent information (pipeline stages, instruction set, etc. is fed to a timing analyzer (TA) that derives WCET bounds. These WCET values are safe since they are conservative in nature and include overestimations of the execution time. Note: the TA calculates the WCET without information about program inputs. The timing analysis framework is shown in Figure 2.

The TA framework has the ability to handle different processor models, viz., MIPS, SPARC and Atmel. It can also analyze different instruction cache configurations. In our experiments we used the MIPS processor model and the PISA instruction set and an instruction cache that is 4-way set associative and 64k in size. We did not consider data caches and assumed that all data references go to memory, but existing or new data cache analysis techniques can be easily integrated into this framework. As shown in Figure 1, the TA can either take in the source files generated by Simulink or an actual concrete implementation of the code if it exists.

Note: While we use static timing analysis techniques for obtaining the WCET values for the code generated from Simulink we realize that not all code used in the system may be amenable to static analysis. This could be due to the complexity of the code, its dependence on various libraries or even the necessity for user/environment-based inputs. Hence, system architects may sometimes need to profile the execution behavior of the code and derive WCET values using available worst-case input values. The virtual integration framework (and relevant tools) presented in this paper can still be used; in fact, in this work, we used profiling techniques based on worst-case input values to obtain the WCET values for the PALS middleware library.
Timing Analysis for PALS Middleware Library

As mentioned in the previous subsection, we used profiling-based techniques to determine the worst-case behavior of the PALS middleware library. We used the following procedure to obtain the execution times for the middleware library: (a) used the Klee Symbolic Virtual Machine [11] to exhaustively analyze the source code and obtain an exhaustive list of all execution paths and input values that drive these execution paths; (b) executed the library and core logic components using the generated input sets to measure the execution time for each path and (c) analyzed the measured execution times to obtain the WCET for the library/logic code.

We executed the code (with generated inputs) on a PC104 embedded platform that has a 1.6 GHz Intel Atom processor. The library was analyzed along three categories, split along functional lines: (1) Library Initialization Phase, (2) Core Logic execution + Library Overhead, and (3) Packet Reception Overhead.

The first phase sets up the library for the first time with various parameters, etc. – this phase is executed just once. The second phase is the execution of the core logic, i.e., the part that implements the PALS protocol. This part is executed every time distributed synchronization is required, i.e., every cycle. The final phase calculated the overhead that is incurred when a packet is received. This final value occurs every time some communication takes place.

The Library initialization phase has just one path, and we executed it with 10 different inputs values suggested by Klee. We obtained an upper bound of 233 µs for this phase -- the third input set resulted in this execution time value, and this was the largest of the 10 experiments.

The Core logic and Library execution phase has a total of 349 distinct paths. Each of these paths was also executed with 10 distinct input sets generated by Klee. The execution times for all 3490 experiments are shown in Figure 3. The x-axis lists the various experiments while the y-axis depicts the execution time in microseconds. As we see from this figure, the largest execution time of any path is obtained from experiment number 3111 (i.e. the first run of path 311). Hence the WCET value is 126.90 µs.

Figure 3. Execution Time for PALS Core Logic and the Library

The final phase i.e. estimation of the overheads for packet reception has 14 distinct paths – we executed each of these paths 10 times each based on inputs generated by Klee. The largest execution time obtained for this phase was 81.714 µs.

The overhead for measurements was 1.816 µs. As we see from this value, this is a very minor addition to the execution times of each of the experiments.

Schedulability Analysis

The WCET information obtained from the TA framework is used for the schedulability analysis performed by ASIIST. The WCET of each application is measured in isolation, assuming no contention for access to shared system resources such as communication infrastructure and memory elements. In practice, modern embedded architectures employ multiple active components that can autonomously start data transfers. Peripherals that need to exchange high throughput traffic such as video flows usually have DMA capabilities. In a multiprocessor system, other tasks can run simultaneously with the application under analysis.

In particular, contention for access to main memory can greatly increase the WCET of an application running on a cached CPU. When a CPU cache controller tries to fetch a cache line (after a cache miss), if other CPUs or peripherals are trying to access main memory at the same time, the fetch operation can be significantly delayed. In turn, the application will experience delays thus increasing its WCET from the estimated values. In our experiments
the WCET values were increased as much as 196% for a system including two processing cores and a single peripheral.

To address such issues, ASIIST is able to compute worst case upper bounds on memory contention wait states and use them together with the provided WCET in isolation to perform extensive schedulability analysis. Our memory contention analysis is based on information about the tasks running in the system and peripheral traffic to/from main memory. Tasks are divided into sequential scheduling intervals; WCET in isolation and maximum number of cache misses must be provided for each interval.

We also assume that a bound on the total amount of traffic to/from main memory is known (calculated by the bus delay analysis functionality of ASIIST). Given all of this information, our algorithms [12, 13] compute the maximum wait states in each scheduling interval and hence derive a new modified WCET for each task. ASIIST then applies the schedulability algorithm [1] to calculate the schedulability of all the applications that share the CPU in an IMA system. More details about ASIIST and its capabilities are provided below.

**Bus Delay Analysis and Solutions**

Standard COTS interconnections such as PCI and PCI-Express are becoming commonplace in embedded computational nodes. A logical data flow can go through multiple hardware components to get to a destination. For example, the PCI interconnection [14] has a tree structure where peripherals transmit on bus segments connected by bridge components. In PCI-Express, processing elements, memory elements and peripherals are connected by point-to-point links and packet switches. Multiple bridges/switches can improve the communication parallelism in the system, but they increase communication delay and can severely impact end-to-end application deadlines. ASIIST allows the designer to quickly specify different interconnection configurations and explore relevant trade-offs in communication bandwidth, delay and impact on memory contention.

In particular, we previously showed [15] how ASIIST can be used to derive delays for data flows on the PCI bus. Our employed analysis methodology is based on the theory of network calculus [4] that is flexible enough to model a wide variety of arbitration models and buffering schemes. Initial delay bounds can be obtained using general assumptions, although they can be pessimistic. The pessimism in the analysis depends both on the complex behavior of low-level COTS arbiters, and on the variances of DMA peripherals timing behaviors. By refining the model during the design process the user can obtain tighter bounds, at the cost of specifying additional architectural details. If the designer is willing to pay some additional hardware cost, then the I/O management system that will be introduced in a later section can significantly improve the design process by enforcing transmission budgets for peripherals and isolating I/O flows with respect to critical software partitions.

**Modeling and Tool Support by ASIIST**

The requirement for early analysis motivates the need for some sort of input for analysis that represents a system. Architecture Description Languages (ADLs) are popular for this purpose, and we use SAE AADL (Architecture Analysis and Design Language) [16] which is increasing in use due to its well-defined semantics for real-time embedded systems and standardization. Other languages such as SysML and MARTE are also popular and thus are sometimes used together to compensate each other.

One of the benefits of using AADL is that it allows software and hardware components to be modeled separately with strong semantics. Applications are bound (by AADL properties) to hardware components to represent whether certain threads are executed on a processor. A list of hardware components can be used to represent the hardware data path for logical data connections among applications. Such standard properties which are commonly used are defined for the AADL standard. New properties can be defined by the user for other purposes in cases where new abstractions that are not defined in the standard are needed.

Application Specific I/O Integration Support Tool (ASIIST) [15] is a software tool which takes AADL models as input and mainly performs schedulability analysis and bus delay analysis for the model. It focuses on incorporating the side effects between these analyses. Memory contention and I/O wait times are examples of how I/O flow will affect
the schedulability of tasks. Using the PALS library would affect the schedulability and the delay of data because of the extra middleware code and the predefined PALS period. Also, changes in the hardware processor or bus topology will change schedulability and end-to-end latency, which is very difficult to re-evaluate without a tool like ASIIST.

In order to correctly capture the effect of I/O traffic, we require the user to add I/O configuration data to the model. Each logical connection would have multiple hardware lists that represent the actual I/O configurations used for the logical connection. Figure 4 shows an example where data is received through the peripheral to be read from the processor. We assume that the application that requires this logical connection is currently assigned to partition A. In this case, the I/O configuration is set so that the data is initially stored in the local memory and later read from the local memory. The user would specify the write bus transaction (f3) and specify the read bus transaction (f1, f2) to represent such a configuration. Since the read transaction is initiated by the application, the delay will create a wait state for the application. In an IMA system, f3 will exist across each partition because there is no constraint on the peripheral. ASIIST would duplicate such flows automatically for each partition and compute the worst case delay for each logical connection. It will also add the wait states produced by I/O wait times to the execution time for schedulability analysis.

Other choices of I/O configurations would be to have the data be directly read from the peripheral or to have the peripheral directly send the data to the main memory with DMA. In the former case, the I/O wait time would increase but would not have f3 across partitions. In the later case, I/O wait time would be minimized, but f3 would create memory contention on the main memory and cause cache fetch interference to applications across all partitions.

While such side effects are simple facts that should be noticed by system developers, they are very difficult to recognize by conventional testing methods. Each partition of an IMA system is developed by separate entities and tested in isolation. During this phase of development, other hardware flows that exist for other applications in different partitions may be undefined and hence untestable. One practical way of performing early testing is to overload the I/O buses with imaginary data to consider the worst case, but this is too pessimistic. Thus, using a tool, such as ASIIST, that supports IMA is valuable during this phase of hardware I/O architecture design.

ASIIST also provides table and graphical views (Figure 5 and 6) for subsets of the model so that the user can easily make common changes to the model such as assigning applications to different IMA partitions or modifying partition sizes and changing I/O data paths. Each analysis focuses on different perspectives of the model. For schedulability analysis, ASIIST shows the processors, partitions, processes, and threads, where the user can drag and drop a process onto other partitions or processors. For bus delay analysis, ASIIST shows the hardware architecture of the system with data paths on top of the hardware components. The paths are colored by how close they are to their latency deadlines and can be filtered in various ways to see only what interests the user. A graphical user interface (GUI) allows the user to configure the settings for I/O and have the data path generated automatically. Users can easily change settings to test special features (e.g. PALS, Real-Time Bridges) that may be used for IMA systems to see their benefits and update other configurations to match the newly added features. More details about ASIIST support for each feature are explained in their corresponding sections.

Figure 4. I/O Configuration and Side Effect
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Figure 5. Schedulability Analysis Table and Graph View

Figure 6. Bus Delay Analysis Graph View
I/O Management System for IMA

The framework introduced above can provide early analysis results based on high-level models, but the derivation of tight bounds is often compromised by the unpredictability inherent in COTS peripherals. As an example, consider a high-performance network card using DMA mode. The peripheral autonomously transfers packets in main memory as soon as it receives them. If packets suffer jitter on the network, the peripheral could potentially burst a large amount of data on the bus, resulting in significant delay for other I/O flows and increased memory contention for software tasks. This is particularly problematic if the exact arrival time of packets cannot be determined: a bursty I/O flow that must be processed by a software partition could potentially be transmitted while another, more critical partition is running on the CPU, resulting in undue timing interference.

In [5], we introduced a real-time I/O management system that enables us to efficiently perform peripheral traffic shaping. The management system enforces strict timing reservations for peripheral traffic, e.g. it bounds the maximum amount of data that a peripheral can send and/or receive in a given time period. In this way, the maximum traffic burstiness can be controlled, resulting in improved delay bounds. Furthermore, using our management system the designer can synchronize I/O traffic with the CPU schedule, prohibiting high-throughput peripherals from transmitting during critical software partitions.

System Components and Implementation

The simplification in system design comes at the cost of adding two new hardware components to the system, as shown in Figure 7. A real-time bridge is interposed between a peripheral and the rest of the system, providing the actuation mechanism to control peripheral bus accesses. The peripheral scheduler\(^1\) enforces traffic timing reservations by controlling all real-time bridges. The prototype implementation described in [5] is based on FPGA devices, but a commercial implementation could potentially integrate both components in the motherboard chipset, with the addition of external RAM banks for buffering.

\(^1\) The peripheral scheduler is called reservation controller in [5].

Figure 7. Real-Time I/O Management System

A block diagram for the implemented real-time bridge is shown in Figure 8, controlling an ethernet network peripheral (TEMAC in the figure). Incoming network packets are first buffered in a local bridge memory (FPGA DRAM). The Bridge DMA Engine then transmits the packets from local memory to main memory (host DRAM) when allowed to do so by the peripheral scheduler. In a similar way, outgoing packets are first transferred from main memory to local memory by the Bridge DMA Engine, and then sent through the controlled network peripheral.

Figure 8. Real-Time Bridge Prototype

The operation of the peripheral and real-time bridge requires two software drivers. The host driver runs on the main CPU (host CPU), while the FPGA driver runs on a local CPU in the real-time bridge (a Microblaze soft core in our prototype). The host driver consists of a high-level driver, which creates the standard OS-level interface for a network card, and of a DMA interface communicating with the Bridge DMA Engine. The driver is completely transparent: from the application's perspective, there is no difference between using a network card directly or through a real-time bridge. Furthermore, the host driver can be reused for any network card.
The FPGA driver consists of a low-level driver, which handles the peripheral hardware, and of a corresponding DMA Interface. The DMA Interface is fully reusable. The low-level driver depends on the specific peripheral, but it can be adapted from available code. For example, in our prototype we were able to reuse the low-level portion of an existing Linux driver, with only limited modifications.

To simplify wiring, only two bits of information are exchanged between the peripheral scheduler and each real-time bridge: the data_ready signal informs the peripheral scheduler if there is buffered data to be transmitted on the real-time bridge, and the block signal is used to allow or prohibit the Bridge DMA Engine from transmitting data on the PCI-Express interconnection. Furthermore, in [17] we show how the peripheral scheduler can be synchronized with the CPU scheduler. In this way, the traffic enforcement policy can be changed based on the currently running software partition, for example, to only allow transmission of data flows required by the partition itself.

**ASIIST Support**

The use of real-time bridges is modeled in two ways. Users may add the physical representation of the bridges as AADL components and modify all the hardware data paths to go through the bridge. However, this may require modeling work when the user is searching for different options. Thus, we have defined some AADL properties that can be associated to each peripheral: a Boolean property of whether a real-time bridge is used, the transmission speed of the bridge, a transmission period and the maximum amount of data that can be sent or received during one period. Using the setting of the real-time bridge from the peripherals and bus tree architecture, ASIIST infers the set of flows that are allowed to contend in each bus segment. When the peripheral scheduler is synchronized with the CPU scheduler, real-time bridges hold lists of allowed IMA partitions which are used to derive the set of interfering flows, considering temporal partitions as well. The memory and bus analyses of previous sections are then applied based on the set of interfering flows. Finally, the analysis described in [5] enables the computation of precise bounds for the buffering delay and required buffer memory on each real-time bridge.

It is important to notice that a mixed solution is possible and supported by the tool, e.g. real-time bridges can be applied to only a subset of peripherals. An avionic computational node typically comprises a large number of peripherals, but only a few of them produce a large amount of data, in particular video that can significantly delay tasks and other data flows. Therefore, real-time bridges are only needed to control high-throughput peripherals.

**Avionics Example**

We describe a generic avionics example to demonstrate the various design decisions that can be made using ASIIST and show the analysis results. The model example we use is combining a Mission Control Computer (MCC) system with a pre-existing Flight Control System (FCS). We have an existing computing module which consists of a single core processor, main memory, local memory, and multiple peripherals connected through a PCI bus tree. Initially, FCS applications such as the Flight Guidance (FG) system and the Auto pilot (AP) system are assigned to one of the IMA partitions of the processor. A stall warning system application (SWSA) which is an optional feature of the FCS is added to the processor. Then we try to merge some of the features of the MCC system into more IMA partitions of the processor and demonstrate what may happen. Numerical data values used in the model are manually modified to demonstrate problematic situations for the purpose of illustration.

The MCC system consists of Radar Control, Targeting, Weapon control, Controls and Display functionalities. Each function is implemented by multiple processes. The processes we will consider include radar tracking, target designation, target tracking, weapon selection, weapon trajectory, and HUD (head-up display) Display.

Table 1 shows the list of applications and their nominal initial worst case execution times which could be computed through timing analysis. Periodic processes have pre-determined period requirements, and some applications have latency requirements that give a deadline for how fast the output data must be delivered to an actuator. For example, a weapon

\[\text{Numbers shown in Table 1 are for illustration only and have no relation with any known systems. They are based on the technical report by http://www.sei.cmu.edu/reports/90tr008.pdf}\]
selection's response must occur within 200 ms to provide the aircrew with an appearance of instantaneous response. Currently SWSA is not implemented and thus we do not have its WCET. WCET for MCC applications are assumed to have been tested in isolation from other applications. Figure 9 describes the hardware architecture of a computing system where the applications reside. Network data traffic arrives through one of the end system devices.

<table>
<thead>
<tr>
<th>Application</th>
<th>WCET (init)</th>
<th>Period</th>
<th>Partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>0.0237 ms</td>
<td>0.01 sec</td>
<td>vm0</td>
</tr>
<tr>
<td>FG</td>
<td>1.185 ms</td>
<td>0.1 sec</td>
<td>vm1</td>
</tr>
<tr>
<td>SWSA</td>
<td>N/A</td>
<td>0.01 sec</td>
<td>vm2</td>
</tr>
<tr>
<td>RadarC</td>
<td>2 ms</td>
<td>0.04 sec</td>
<td>vm3</td>
</tr>
<tr>
<td>TargetDesig</td>
<td>1 ms</td>
<td>0.2 sec</td>
<td>vm4</td>
</tr>
<tr>
<td>TargetTrack</td>
<td>4 ms</td>
<td>0.04 sec</td>
<td>vm4</td>
</tr>
<tr>
<td>WeapSel</td>
<td>1 ms</td>
<td>0.1 sec</td>
<td>vm5</td>
</tr>
<tr>
<td>WeapTraj</td>
<td>7 ms</td>
<td>0.1 sec</td>
<td>vm5</td>
</tr>
<tr>
<td>HUDApp</td>
<td>6 ms</td>
<td>0.052 sec</td>
<td>vm6</td>
</tr>
</tbody>
</table>

The HUD and Multi-Purpose Display (MPD) are display devices where data is sent to be seen by the pilot. Data sent to the HUD and MPD must be directly written to their registers. The CPU is partitioned for IMA and the local memory is a large but slow memory where data may be saved for later access.

**Demonstration with Example**

Initially, we imagine an IMA system with only the AP and FG assigned to its partitions. We assume that we do not have the source code for the SWSA which we wish to add. We use a Simulink model to generate a preliminary SWSA code that will be analyzed by the TA to make an estimate of its WCET. Using this value, we add the SWSA model and check its schedulability.

As shown in Figure 10, the partition size is adjusted through ASIIST to find the values 1%, 3%, 2%, for partitions vm0, vm1, and vm2, respectively. The initial WCET of SWSA was estimated to be 0.014363 ms. After running the memory contention analysis, we notice that vm1 becomes unschedulable due to the FG’s increased execution time (Figure 11). We increase the partition size of vm1 to 4% to make it schedulable.

Now we add the applications of the MCC to the partitions shown in Table 1. Initially, the partitions are schedulable with the partition sizes of 10%, 20%, 16%, and 22% for partitions vm3, vm4, vm5, and vm6, respectively. However, after running the bus delay analysis and adding the I/O wait states to the WCET, the partitions are no longer schedulable.

![Figure 9. Hardware Architecture](image)

![Figure 10. Schedulability Result for Adding SWSA](image)
Figure 11. After Applying Memory Contention Analysis

The partition sizes of vm3, vm4, vm5, and vm6 must be increased to 15%, 28%, 20%, and 33% respectively (Figure 12). In this case, the total sum of all the partition sizes is 103%, which is not realizable. The increase is essentially due to the large volume of data that must be written to the HUD and MPD.

We will now try using a Real-Time bridge to reduce the size of the partition. The RT bridge feature is used on end system 1 to buffer any data that is received through end system 1 and allow it to be sent only during partitions vm3, vm4, and vm5. The RT bridge is set to send data at a period of 100 ms with a buffer size of 500 B. This actually removes memory contention in vm1 so that it can remain with the size of 3%. Basically vm6 gets the most benefit due to the volume of data that must be sent directly to the HUD by the HUD application. Since the HUD shares a PCI bus with end system 1, the delay caused by this shared bus segment is reduced (Figure 13).

Figure 12. MCC Assignment

Figure 13. Final Result of IMA Partition Assignment
Related Work

There are several real-time analysis tool sets that support AADL and that are similar to ASI IST. Ocarina [18] is a tool set which allows AADL model manipulation, generates formal models, performs scheduling analysis and generates distributed applications.

The Furness toolset [19] presents a translation of AADL models into the real-time process algebra ACSR (Algebra of Communicating Shared Resources) that allows schedulability analysis of AADL models as well as an AADL simulator to visually track system utilization. However, none of the above tools focuses on designing the architecture of the bus.

SymTA/S [20] is a tool that has been developed for system-level performance of real-time properties. However, it does not use explicit abstractions of bus protocols mainly because it is targeted for system-on-chip which uses heterogeneous scheduling techniques. The authors of [21] share our point of view for using model-based integration tools to build system architecture.

Summary and Conclusion

Managing the effects of architectural decisions throughout the design and development process is essential for controlling the cost and schedule of complex system development projects. We have presented a set of analysis techniques to support decision making at the system architectural level. We have instantiated these analysis approaches in a tool chain that provides automated decision support. Use of this tool chain greatly simplifies the tracking and management of the effects of subsystem and component changes in a comprehensive quantitative manner.

There are several directions for future work. Topics of interest include obtaining more accurate hardware models and exploring the effects of data caching and instruction pipelining. As models of new processor architectures become available, we can incorporate them into the timing analysis portion of the tool chain. We can calibrate the results of the analyses we obtain from the tool chain to reflect the relative efficiency of developed code versus auto-generated code. We can also explore the use of analysis to derive processor requirements for meeting a set of software and communication requirements, rather than starting from an assumed processor architecture to determine a yes-or-no answer to whether these requirements are met. Finally, we can explore adding support for additional complexity-reducing design patterns beyond PALS to simplify the development of complex systems.
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